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● Significant advances were made in appearance-based 
2D gaze estimation with some models achieving <2cm 
estimation error [1].

● Those models require large open datasets like 
GazeCapture [2].

● There is a need to have a dataset with variability as 
high as GazeCapture for desktop and laptop devices.

Current Study
● The goal of this project is to create a new eye 

movement dataset collected using laptop/desktop 
webcams.

● Evaluate the dataset using an existing gaze prediction 
model.

● Discuss limitations and improvements to the current 
data collection procedure and experiment design.

● Dataset was collected online from a pool of 
participants at the University of Richmond using 
webcams.

● Participants completed a prosaccade task (following a 
dot on the screen).

● Participants first saw a black dot appear on the screen 
for 2000 ms. 

● Once the dot changed color to green, participants 
pressed a space bar to see the next dot.

● The dataset consists of full-face images of 38 (54) 
participants completing a prosaccade task along with 
various metadata.

● Each participant looked at dots in 100 locations across 
a predefined grid of 50 cells. The cells were used to 
generate dot locations that evenly cover the prediction 
space. 

● Each x and y dot coordinate corresponds to a 
proportion of the participants’ vertical and horizontal 
viewport.

● With 6 frames per each location, each participant has 
600 image examples in their trial.

● Helpful metadata about participants’ screens and 
browsers was also collected:
○ Browser data: user agent, platform.
○ Screen data: screen width and height, scroll width, 

inner window width and height, device pixel ratio.

Data Processing
● To generate image inputs for the model, we used Google’s MediaPipe face mesh [3] 

to obtain eye crops and eye corner landmarks to add to our training examples.
● Additionally, we rescaled the y coordinate of each dot location to be on the same 

scale as the x coordinate. This was done to obtain a meaningful loss value at the 
end of training since a proportion of the width is on a different scale compared to the 
proportion of the height.

● Before training, the eye crops were normalized, and the left eye image was flipped 
to match the right eye image to ensure that weights can be shared between the 
convolutional components of the model.

Benchmark Model
● We reproduced the model from [1] using Keras with TensorFlow backend.
● The model consists of a convolutional component for eye image processing and a 

fully connected component for eye corner landmark coordinate processing.
● The outputs from the two components were concatenated and processed through 

several additional fully connected layers to obtain the final gaze location prediction.

Training
● The model was compiled 

with the Adam optimizer 
and the Euclidean distance 
loss function.

● The final training set 
contained 18,000 examples 
and the validation set 
contained 2,400 examples.

● The model was trained with 
an initial learning rate of 
0.016, decay rate of 0.64, 
and a batch size of 256 for 
40 epochs.

● No hyperparameter tuning 
was done. The values were 
obtained from [1].

● The model achieved the final validation 
loss value of 0.293.
○ This means that the model was on 

average 29.3% of the horizontal 
viewport away from ground truth.

● An additional training run on a larger 
dataset of 54 participants with a 
80-10-10 split did not show a significant 
difference in the final test loss value.

● We also conducted an additional loss 
analysis with loss values averaged 
across screen grid cells.
○ The analysis showed better loss 

values towards the center of the 
screen

Conclusion & Limitations: Since screen parameters are highly varied across participants, 
more data needs to be collected to account for variability in the population. More checks can 
be put in place to ensure that participants are looking at the dots
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